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1 Article

’Inequality is an inevitable product of capitalist activity, and ex-
panding equality of opportunity only increases it’ - Muller, 2013

To preface this article, this will not be a direct critique of capitalism or how
modern corporations generate profit; instead, this article aims to provide AI
researchers with insight into the potential harms present within training data
and how they can leverage their knowledge of this to work towards a more just
society. As I hold left-wing political values myself, this article may contain bold
statements that lean on the verge of anti-capitalist ideologies.

Turning our attention to the subject at hand, AI’s negative impact on equal-
ity can be seen in recent articles, such as Kristalina Georgieva’s analysis of AI
impacts on the Global Economy[18] and Michael Barrett’s [4] article on algo-
rithmic bias; however, there is insufficient attention on the social inequalities
that can be present within datasets used to train AI models [39]. AI researchers
are well aware of biases within AI systems [31], yet are also ’largely oblivious to
existing scholarship on social inequality’ [49]; how can we expect AI researchers
to identify social inequalities present within data, and leverage this knowledge
to promote social change[42], if they are unaware of what to search for?

In the ideal world, all AI researchers would be experts on the social issues
that may affect the datasets they use and the potential socio-economic impacts
of their systems; to quote Philip K. Dick, ’we do not live in an ideal world’.
Although the notion of AI researchers being omniscient regarding social issues
is unrealistic, I believe that researchers should be expected to have an awareness
of the potential issues that affect the communities represented by their data and
the critical thinking skills required to identify when these issues are present. A
great example of this is ’racist predictive policing algorithms’ [21], where the
AI system itself is deemed to be racist, so safeguards are implemented within
the system; however, anyone aware of the social issues within policing would
easily identify that this system is a by-product of institutional racism [13] and
is simply a reflection of the state of policing itself.

AI systems implement safeguards to shelter users from biases present, al-
lowing users to be blissfully ignorant of underlying issues within the datasets
and models they’re interacting with; if, instead, these systems gave users a true
reflection of the data and societal issues present, we would enable said users to
become more socially aware [26] as these issues are now extended onto them.
Exposing biases to users is a double-edged sword, though, as humans absorb the
biases presented to them through AI systems [30]. Perhaps Disney’s approach to
social issues and bias may be suitable for AI, through acknowledging the harm-
ful impacts of biases and prompting users to learn from them and use them
to drive conversations [38]. Some may disagree with the notion of maintaining
system biases as it harms system functionality [17], others may disagree as AI is
an ’opportunity to build technology with less human bias and inequality’ [41];
your view on this will stem from whether you believe AI systems should reflect
modern society or the ’perfect society’, I believe in the former.
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Figure 1: Disney’s Stereotype Disclaimer

How bias is handled within AI systems is not the main concern when dis-
cussing AI researchers and social inequality; this article’s title suggests that AI
researchers are furthering social inequality through ignorance, a claim I strongly
believe. A bystander’s crime [29] refers to a situation where an individual wit-
nesses an unlawful act or harmful incident but fails to intervene or report it to
the necessary authorities; in the context of discrimination crimes, the individual
perpetuates existing inequalities by failing to act. I believe that AI researchers
who learn of societal inequalities through data analysis or model training and
then ignore them or ’safeguard’ against them without acting to help resolve the
inequalities should be held accountable. While AI researchers may not have the
power to implement social policy to lessen or eradicate inequalities they identify
within datasets, they do have the power to report the inequalities [20, 33], use
the data to shed light on the issues present [43], develop tools that assist in
mitigating the inequalities [24], and advocate for social change [3]; I believe this
is especially true when researchers, or their employers, are profiting from the
use of datasets where inequality is present, even if the inequalities themselves
are not used for financial gain or only contribute to profits indirectly.

There is a need for political change, not technical safeguards that mask
society’s ills, to help promote a just society, and this is where I believe AI
researchers can begin to influence change rather than perpetuate inequality.
Modern governments are shifting towards data-driven governance [27], meaning
governments rely on data that highlights social inequalities when creating social
policies. AI researchers should have a moral duty to report datasets that contain
proof of social inequalities to authorities that can influence social policy-making;
however, as trade secrets are seemingly a priority over social welfare for modern
corporations [14], it may be more realistic to expect researchers to leverage
dataset findings for social change, rather than sharing the data itself.

It may seem unfair to burden AI researchers with this moral duty, as most
individuals entered this field with the goal of building algorithms and AI tools
for reasons outside of social equality [11]; however, I would argue that having
access to large and potentially influential datasets [5] makes the role inherently
political. Arguing that an AI researcher shouldn’t have the moral duty to fight
for social equality based on dataset findings, as this is not why they entered
this career path, is akin to arguing that a teacher doesn’t have a moral duty
to fight for child welfare as they went into teaching to enhance knowledge on a
topic they’re passionate about, rather than to look after children; I believe that
advocating for social equality is an integral aspect of AI research.
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While researching the topic of AI and social inequality, I could not find
evidence of AI corporations that paid reparations to the communities affected
by social inequalities within the datasets being used for profit. ChatGPT and
Gemini would have generated revenue from their services while the tools were
outputting racist medical theories [8] and sexist stereotypes [37], yet neither
corporation took action to support the communities harmed within the training
data from which they financially benefited. It may seem extreme to expect AI
companies to pay compensation to victims of social inequality within their data;
however, I believe that because corporations profit from social inequalities, they
transition from bystanders to oppressors as they now benefit from these issues.
AI researchers within these companies could also be viewed as oppressors due
to their salaries being funded by social inequality data; however, this is an
unfair claim as many researchers within these companies are not in positions
of power within the corporate structure and, due to the nature of research, as
many researchers engage with conferences and research projects for social good
independently, such as Data Science for Social Good [1].

Figure 2: Example Sexist ChatGPT Response

The goal of this article was not to blame AI researchers for inequalities in
society; instead, it was to make AI researchers, such as myself, aware of how
ignoring social inequalities perpetuates them while identifying advocacy as a
moral duty for AI researchers. AI research has enabled worldwide change at a
rapid pace [25], so it is paramount to ensure that the researchers driving the
change are aware of their impact on society.
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2 Cover Letter

Dear Editor-in-Chief,
I am sending you the article ’How AI Researchers are Furthering Social

Inequality through Ignorance” by Burnett. I would like to have the article con-
sidered for publication in The Conversation under the ’Science + Tech’ category.

I believe that the AI researcher community would benefit from this article
as it pertains to the values-based and duties-based ethics of AI research. From
a values-based standpoint, the article aims to promote the notion of equality
and prioritise the reduction of inequality within research by leading researchers
to make decisions that build upon these principles; this notion was furthered
by implying that AI researchers have a moral duty to ensure social inequality
is reduced. The article takes a Kantian approach to philosophy by identifying
that AI researchers have a moral duty to promote equality regardless of personal
desires. The article encourages AI researchers to find methods to use their
position of power for good; however, the intentions and principles of researchers,
rather than their actions, are the area of focus of the article. Ulgen [47] discusses
how Responsible AI relies on human agency and developers taking responsibility
for actions performed by AI systems, justifying this viewpoint through Kantian
ethics. Current ethical AI discussions focus on Consequentialism [9, 16] and the
moral duty of AI systems [40], which I believe detracts from the responsibilities
of AI researchers; this article aims to refocus the burden of moral duties back
onto AI researchers by highlighting their role within social justice.

The article focuses on AI researchers and how they can impact the individ-
uals and communities within their datasets. Corporations were not discussed
within the article as current ethical guidelines for AI inherently focus on cor-
porations and the systems themselves [23], as does research that discusses AI
ethics [32, 48]. The article leans toward egalitarianism by identifying that pro-
moting equality among individuals within society should be the primary concern
of AI researchers. A Marxist view of trade secrets was taken within the arti-
cle; this stance was justified through literature identifying the harms of trade
secrets [14] rather than being explicitly stated. Equality within AI focuses on
the duty of researchers to ensure that models are trained on diverse data to
limit discriminatory outcomes [15], rather than the duties of the researchers
once inequality has been identified or is inevitable within the system due to
societal biases. The moral duty proposed in the article is based on the concept
that AI researchers are in a position of power over those within their datasets;
therefore, AI researchers can be complicit in discriminatory omission by failing
to act to prevent inequality when it is identified. If an individual does not hold
the viewpoint of AI researchers being in a position of power, this moral duty
can be justified through Kant’s deontological ethical framework [34].

I believe that the article’s originality comes from the focus on AI researchers
rather than AI companies and systems, alongside identifying moral duties for
researchers rather than proposing legislation and regulation. Current articles
discuss methods to handle bias within datasets [45] and the need for safeguards
[10] rather than the role of researchers within society once bias has been found.
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Adib-Moghaddam’s article on biased AI algorithms [2] discusses how bad
data can suppress minorities within society and the impact of social inequality
on AI systems. While Adib-Moghaddam’s article [2] focuses on the need for
legislation, it does identify that the first step towards legislation is an awareness
of current issues; the proposed article on the moral duties of AI researchers
could be viewed as the first step towards ethical and responsible AI legislation.

Future articles could extend the moral duties to corporations and propose
regulatory and political changes; however, articles of this nature will likely be
lost in the sea of literature on this topic. I also believe that once corporations
and regulations become the focus point, corporate interests and bureaucratic
red tape will be used to ’argue’ the feasibility of ensuring social justice for
all. A concerted effort to prioritise ethical considerations and hold businesses
accountable for their actions within AI is required before ethical and moral
duties can be extended to corporations and formalised into regulations.

AI bias is consistently in the news, from stereotyped outputs [46] to pre-
dictive algorithms that stigmatise individuals [36], yet discussions on how to
manage bias result in either proposing legislation [12], reiterating that diverse
data is required [7], or suggesting a Human-in-the-Loop approach [44]; current
discussions put pressure on corporations and government rather than the work-
ers, yet it is AI researchers who shape the current AI landscape [6, 22]. As
the general public is becoming increasingly worried that AI will make daily life
worse [28], AI researchers should lead by example to change public perception
of AI. If AI researchers actively advocated against social inequality while pro-
ducing systems that had less biased outputs, I believe that the general public’s
perception of AI would become more positive. As AI researchers can improve
public perception of their profession through advocacy, it could be seen as a
professional duty to fight for social justice.

While the article focuses on AI researchers, the core concept of using dataset
knowledge to fight against social inequality can apply to all researchers and
analysts who work with data. As an AI researcher, I find that it is easy to
become desensitised to the potential impact of systems that are being developed
due to the continual articles and posts about the harm of AI; I partially wrote
the article to remind myself that as an AI researcher, I have the power to combat
social inequality even if the systems I’m working on aren’t being developed or
designed to do so. I do not believe that a single article by a PhD student will
make much of an impact on the AI community as a whole, especially due to
how slacktivism has promoted individuals to regurgitate articles they’ve read
on LinkedIn and social media without much thought; however, I still have hope
that the article can inspire other fresh researchers to become more conscious of
their ability to combat social inequalities.

I believe the proposed article sits within the ’Human Agency’ and ’Ethics’
areas of responsible AI [19], and that the proposed article bridges the gap be-
tween ethical AI and the moral duties of individuals within society. I hope that
the proposed article can inspire further discussions on societal morality and AI,
as current discussions seem to isolate AI from society.

Thank you for considering this article for publication.
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